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Extensive form games with incomplete information

In extensive games with imperfect information players may, at some
point, face a situation inconsistent with the presumed equilibrium
being played (i.e., find themselves on an off-equilibrium path). How
should they behave there? Is sub-game perfection enough to correctly
describe how players should behave off-equilibrium?

Example
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Extensive form games with incomplete information
We have to impose some requirements→

Requirement 1: at each information set the players with the move
must have a belief (i.e., a probability distribution) over the nodes in
the information set.

Requirement 2: players’ strategies must be sequentially rational. At
each information set the action taken by the players must be optimal
given the players’ beliefs and everyone’s subsequent strategies.

In the previous example
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Requirement 3: At information sets on the equilibrium path, beliefs 
are determined by Bayes’ Rule.

Requirement 4: At information sets off the equilibrium path beliefs 
are determined by Bayes’ Rule where possible.

Hence…

… A Perfect Bayesian Nash Equilibrium is a set of strategies and
beliefs such that strategies are sequentially rational given the
players’ beliefs and players update their beliefs based on Bayes’ Rule
wherever possible.

Extensive form games with incomplete information
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Signaling games
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▪ Extensive games of imperfect information where informed players 
move first

▪ A signaling game has (at least) two players
➔A sender 𝑺 of the signal
➔A receiver 𝑹

▪ Nature 𝑵 draws type 𝒕𝒊 for the sender from 𝑻𝑺 = 𝒕𝟏, 𝒕𝟐, … , 𝒕𝒏
according to a probability distribution 𝒑 𝒕𝒊 > 𝟎 where 𝒑 𝒕𝟏 +
⋯𝒑 𝒕𝒏 = 𝟏 (i.e., the prior beliefs)

▪ The sender learns 𝒕𝒊 and chooses a message 𝒎𝒋 (action of 𝑺) from 

𝑴 = {𝒎𝟏, … ,𝒎𝒙}

▪ The receiver observes 𝒎𝒋 and chooses an action 𝒂𝒌 from 𝑨 =

𝒂𝟏, … , 𝒂𝒚

▪ Payoffs are calculated by 𝒖𝑺(𝒕𝒊,𝒎𝒋, 𝒂
∗(𝒎𝒋)) and 𝒖𝑹(𝒕𝒊,𝒎𝒋, 𝒂𝒌)



Perfect Bayesian Equilibrium in Signaling Games

6

Requirement 1: after receiving any message 𝒎𝒋 ∈ 𝑴, the receiver must have a 

belief about which types could have sent 𝒎𝒋:

𝝁 𝒕𝒊 𝒎𝒋 ≥ 𝟎, ∀𝒕𝒊 s.t. σ𝒕𝒊∈𝑻𝑺 𝝁 𝒕𝒊 𝒎𝒋 = 𝟏

Requirement 2:
Receiver → for each 𝒎𝒋 ∈ 𝑴, the receiver’s action 𝒂∗(𝒎𝒋) must maximize the 

receiver’s expected payoff given the belief 𝝁 𝒕𝒊 𝒎𝒋

𝒂∗(𝒎𝒋) = 𝒂𝒓𝒈𝐦𝐚𝐱
𝒂∗∈𝑨

෍
𝒕𝒊∈𝑻𝑺

𝝁 𝒕𝒊 𝒎𝒋 𝒖𝑹(𝒕𝒊,𝒎𝒋, 𝒂𝒌)

Sender → for each type 𝒕𝒊 ∈ 𝑻𝑺 the sender’s message 𝒎∗(𝒕𝒊)must maximize 
the sender’s payoff given the receiver’s strategy (i.e., backward induction is 
implied here)

𝒎∗(𝒕𝒊) = 𝒂𝒓𝒈𝐦𝐚𝐱
𝒎𝒋∈𝑴

𝒖𝑺(𝒕𝒊,𝒎𝒋, 𝒂
∗(𝒎𝒋)) , ∀𝒕𝒊

Requirement 3: for each 𝒎𝒋 ∈ 𝑴 that is on the equilibrium path the 

receiver’s beliefs must follow from Bayes’ Rule and the Sender’s strategy

𝝁 𝒕𝒊 𝒎𝒋 =
𝒑(𝒕𝒊,𝒎𝒋)

𝒑(𝒎𝒋)



Perfect Bayesian Equilibrium in Signaling Games
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Example

Definition: A pure strategy Perfect Bayesian Equilibrium in signaling games is a 

pair of strategies 𝒎∗(𝒕𝒊) and 𝒂∗(𝒎𝒋) and a belief 𝝁 𝒕𝒊 𝒎𝒋 satisfying signaling 

requirements 1-3.

(1-q)



Perfect Bayesian Equilibrium in Signaling Games
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Example

We will be looking for possible 
equilibria of two distinct types:

1. Pooling equilibria, i.e., the 
two types of the Sender are 
sending the same message.

2. Separating equilibria, i.e., 
the two types of the Sender 
are sending distinct 
messages 


